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UNFATHOMABLE TRAINING DATA 
(unfathomable : incapable of being fully explored or understood)

•Size Doesn’t Guarantee Diversity

•Static Data/Changing Social Views

•Encoding Bias

•Curation, Documentation & Accountability



On the Dangers of Stochastic Parrots: Can Language Models 
Be Too Big? Emily M Bender, Timnit Gebru, Angelina  
McMillan-Major, Shmargaret Shmitchell

“Any product development that involves operationalizing 
definitions around such shifting topics into algorithms is 
necessarily political (whether or not developers choose the 
path of maintaining the status quo ante)”



Manipulation of users
“If a large LM, endowed with hundreds of billions of parameters and trained on a very large dataset, 
can manipulate linguistic form well enough to cheat its way through tests meant to require 
language understanding, have we learned anything of value about how to build machine language 
understanding or have we been led down the garden path?” We say seemingly coherent because 
coherence is in fact in the eye of the beholder. Our human understanding of coherence derives 
from our ability to recognize interlocutors’ beliefs [30, 31] and intentions [23, 33] within context
[32]. As such, human communication relies on the interpretation of implicit meaning conveyed 
between individuals. The fact that human-human communication is a jointly constructed activity 
[29, 128] is most clearly true in co-situated spoken or signed communication

Text generated by an LM is not grounded in communicative intent, any model of the world, or any 
model of the reader’s state of mind. It can’t have been, because the training data never included 
sharing thoughts with a listener, nor does the machine have the ability to do that-

The problem is, if one side of the communication does not have meaning, then the 
comprehension of the implicit meaning is an illusion arising from our singular human 
understanding of language (independent of the model). Contrary to how it may seem when we 
observe its output, an LM is a system for haphazardly stitching together sequences of linguistic 
forms it has observed in its vast training data, according to probabilistic information about how 
they combine, but without any reference to meaning: a stochastic parrot.

















Problemi legati a ChatGPT e LLM

• Allucinazioni, 

• Copyright,

• Speech acts,

• …

























“AI systems will have even greater 

potential to reinforce entire 

ideologies, worldviews, truths and 

untruths, and to cement them or lock 

them in”.









Statement from the listed authors of Stochastic Parrots on the 
“AI pause” letter di Timnit Gebru, Emily M. Bender, Angelina 
McMillan-Major, Margaret Mitchell:

It is indeed time to act: but the focus of our concern should not be 
imaginary “powerful digital minds.” Instead, we should focus on the 
very real and very present exploitative practices of the companies 
claiming to build them, who are rapidly centralizing power and 
increasing social inequities.

https://www.dair-institute.org/blog/letter-statement-March2023
https://www.dair-institute.org/blog/letter-statement-March2023




The future of work









































Ethics applied to AI

• Bias and classification

• Manipulation of user

• Explainability

• Autonomy

• Privacy and surveillance

• Rhetoric

• Economics

• Society



Problems

• What is an explanation?

• Can humans give explanations?

• Tacit knowledge (Michael Polanyi)

• How to explore dependeces among hundreds of trillions of nodes in a 
neural network?

• Could you trust the machine explanation?

• Are human conceptual models only simplifications of a complex 
reality?





“ emergency braking maneuvers are not enabled while the 

vehicle is under computer control, to reduce the potential 
for erratic vehicle behavior “  NTSB











Bias or not bias

• The term “bias” refers to a type of error that can occur during this 
predictive process of generalization—namely, a systematic or 
consistently reproduced classification error that the system exhibits 
when presented with new examples.



Meaning of «bias»

• Outside of machine learning, “bias” has many other meanings. 

• In law, bias refers to a preconceived notion or opinion, a judgment based on 
prejudices, as opposed to a decision come to from the impartial evaluation of the 
facts of a case. 

• In psychology, Amos Tversky and Daniel Kahneman study “cognitive biases,” or 
the ways in which human judgments deviate systematically from probabilistic 
expectations. 

• Implicit biases emphasizes the ways that unconscious attitudes and stereotypes
“produce behaviors that diverge from a person’s avowed or endorsed beliefs or 
principles.” 

• Here bias is not simply a type of technical error; it also opens onto human 
beliefs, stereotypes, or forms of discrimination. These definitional distinctions 
limit the utility of “bias” as a term, especially when used by practitioners from 
different disciplines.



Bias: origin

Ruha Benjamin. 2019. Race After Technology: Abolitionist Tools for the 
New Jim Code. Polity Press, Cambridge, UK:

“Feeding AI systems on the world’s beauty, ugliness, and cruelty, but 
expecting it to reflec only the beauty is a fantasy.”



Bias: consequences

• Consequences:
• Quality of the results

• Negative effect on users (e.g., discrimination from a decision system)

• Psychological effects on users (e.g., feeling discriminated from racial 
assertions generated by AI systems and not knowing why)

• Proselitism of users convinced by the products of biased AI systems (e.g., 
autocomplete on search proposing racist content)

• Feedback loop reinforcing bias in the data due to data generated by biased AI 
systems added to the learning corpus.



Classification

• Classification is an act of power, be it labeling images in AI training 
sets, tracking people with facial recognition. 

• The practice of classification is centralizing power: the power to 
decide which differences make a difference.



When people are categorized like objects.

Bowker and Star also underscore that once classifications of people 
are constructed, they can stabilize a contested political category in 
ways that are difficult to see. 

They become taken for granted unless they are actively resisted. 

We see this phenomenon in the AI field when highly influential 
infrastructures and training datasets pass as purely technical, whereas 
in fact they contain political interventions within their taxonomies: 
they naturalize a particular ordering of the world which produces 
effects that are seen to justify their original ordering.



Classification

• Geoffrey Bowker and Susan Leigh Star: 
“classifications are powerful technologies. Embedded in working 
infrastructures they become relatively invisible without losing any of 
their power.” They can disappear “into infrastructure, into habit, into 
the taken for granted.”

• We can easily forget that the classifications that are casually chosen 
to shape a technical system can play a dynamic role in shaping the 
social and material world.



“digital epidermalization”

• IBM’s researchers go on to state an even more problematic conclusion: 
“Aspects of our heritage—including race, ethnicity, culture, geography—
and our individual identity—age, gender and visible forms of self-
expression—are reflected in our faces.” 

• This claim goes against decades of research that has challenged the idea 
that race, gender, and identity are biological categories at all but are better 
understood as politically, culturally, and socially constructed. 

• Embedding identity claims in technical systems as though they are facts 
observable from the face is an example of what Simone Browne calls 
“digital epidermalization,” the imposition of race on the body. Browne 
defines this as the exercise of power when the disembodied gaze of 
surveillance technologies “do the work of alienating the subject by 
producing a ‘truth’ about the body and one’s identity (or identities) 
despite the subject’s claims.”



The asymmetry of power

• Technical designs can certainly be improved to better account for how 
their systems produce skews and discriminatory results. 

• But the harder questions of why AI systems perpetuate forms of inequity 
are commonly skipped over in the rush to arrive at narrow technical 
solutions of statistical bias as though that is a sufficient remedy for deeper 
structural problems.

• There has been a general failure to address the ways in which the 
instruments of knowledge in AI reflect and serve the incentives of a wider 
extractive economy. 

• What remains is a persistent asymmetry of power, where technical 
systems maintain and extend structural inequality, regardless of the 
intention of the designers.



Political, cultural, and social choices

• To create a training set is to take an almost infinitely complex and 
varied world and fix it into taxonomies composed of discrete
classifications of individual data points, a process that requires 
inherently political, cultural, and social choices. 

• By paying attention to these classifications, we can glimpse the 
various forms of power that are built into the architectures of AI 
world-building.



Dataset: mapping the world of objects

• How the dataset is ordered and its underlying logic for mapping the 
world of objects. ImageNet’s structure is labyrinthine, vast, and filled 
with curiosities. The underlying semantic structure of ImageNet was 
imported from WordNet, a database of word classifications first 
developed at Princeton University’s Cognitive Science Laboratory in 
1985 and funded by the U.S. Office of Naval Research.

• Its nine top-level categories that it drew from WordNet: plant, 
geological formation, natural object, sport, artifact, fungus, person, 
animal, and miscellaneous.



Implicit assumptions

• Object → Body → Human Body. Its subcategories include “male body,” 
“person,” “juvenile body,” “adult body,” and “female body.” The “adult 
body” category contains the subclasses “adult female body” and “adult 
male body.” There is an implicit assumption here that only “male” and 
“female” bodies are recognized as “natural.”

• Address the deeper harm of allocating people into gender or race 
categories without their input or consent. This practice has a long history. 
Administrative systems for centuries have sought to make humans legible 
by applying fixed labels and definite properties. 

• The work of essentializing and ordering on the basis of biology or culture 
has long been used to justify forms of violence and oppression.



Private dataset

• The classification schemes used in companies like Facebook are much 
harder to investigate and criticize: proprietary systems offer few 
ways for outsiders to probe or audit how images are ordered or 
interpreted.



Irresolvable questions

• Images—like all forms of data—are laden with all sorts of potential 
meanings, irresolvable questions, and contradictions. 

• In trying to resolve these ambiguities, ImageNet’s labels compress
and simplify complexity.



How should AI systems make representations 
of the social?
Defining categories and ideas of normalcy creates an outside: forms of 
abnormality, difference, and otherness. 

Technical systems are making political and normative interventions when 
they give names to something as dynamic and relational as personal 
identity, and they commonly do so using a reductive set of possibilities of 
what it is to be human. 

That restricts the range of how people are understood and can represent 
themselves, and it narrows the horizon of recognizable identities. 

As Ian Hacking observes, classifying people is an imperial imperative: 
subjects were classified by empires when they were conquered, and then 
they were ordered into “a kind of people” by institutions and experts. 



Who gets to choose?

• AI systems to produce new classifications is a powerful moment of 
decision making: but who gets to choose and on what basis? 

• The problem for computer science is that justice in AI systems will 
never be something that can be coded or computed. It requires a shift 
to assessing systems beyond optimization metrics and statistical 
parity and an understanding of where the frameworks of 
mathematics and engineering are causing the problems. This also 
means understanding how AI systems interact with data, workers, 
the environment, and the individuals whose lives will be affected by 
its use and deciding where AI should not be used.





















Explainability

• GDPR Recital 71:

• The data subject should have the right not to be subject to a decision, 
which may include a measure, evaluating personal aspects relating to him 
or her which is based solely on automated processing and which produces 
legal effects concerning him or her or similarly significantly affects him or 
her, such as automatic refusal of an online credit application or e-recruiting 
practices without any human intervention.

• In any case, such processing should be subject to suitable safeguards, 
which should include specific information to the data subject and the right 
to obtain human intervention, to express his or her point of view, to obtain 
an explanation of the decision reached after such assessment and to 
challenge the decision.



Problems

• What is an explanation?

• Can humans give explanations?

• Tacit knowledge (Michael Polanyi)

• How to explore dependeces among hundreds of trillions of nodes in a 
neural network?

• Could you trust the machine explanation?

• Are human conceptual models only simplifications of a complex 
reality?



Registry of power

• AI is neither artificial nor intelligent. Rather, artificial intelligence is both 
embodied and material, made from natural resources, fuel, human labor, 
infrastructures, logistics, histories, and classifications. 

• AI systems are not autonomous, rational, or able to discern anything without 
extensive, computationally intensive training with large datasets or predefined 
rules and rewards. 

• In fact, artificial intelligence as we know it depends entirely on a much wider set 
of political and social structures. 

• And due to the capital required to build AI at scale and the ways of seeing that it 
optimizes AI systems are ultimately designed to serve existing dominant 
interests.

• AI is a registry of power. How artificial intelligence is made, in the widest sense, 
and the economic, political, cultural, and historical forces that shape it. 

• Once we connect AI within these broader structures and social systems, we can 
escape the notion that artificial intelligence is a purely technical domain. 



AI: the massive industrial formation 

• AI systems both reflect and produce social relations and understandings of the 
world. 

• It’s worth noting that the term “artificial intelligence” can create discomfort in 
the computer science community. The phrase has moved in and out of fashion 
over the decades and is used more in marketing than by researchers. “Machine 
learning” is more commonly used in the technical literature. 

• Yet the nomenclature of AI is often embraced during funding application season, 
when venture capitalists come bearing checkbooks, or when researchers are 
seeking press attention for a new scientific result. As a result, the term is both 
used and rejected in ways that keep its meaning in flux. 

• For my purposes, I use AI to talk about the massive industrial formation that 
includes politics, labor, culture, and capital.



Neither artificial nor intelligent

• AI is neither artificial nor intelligent. Rather, artificial 
intelligence is both embodied and material, made 
from natural resources, fuel, human labor, 
infrastructures, logistics, histories, and classifications. 
AI systems are not autonomous, rational, or able to 
discern anything without extensive, computationally 
intensive training with large datasets or predefined 
rules and rewards.



Neither artificial nor intelligent

• Artificial intelligence as we know it depends entirely on a 
much wider set of political and social structures. And due to 
the capital required to build AI at scale and the ways of 
seeing that it optimizes AI systems are ultimately designed 
to serve existing dominant interests. In this sense, artificial 
intelligence is a registry of power.

• Once we connect AI within these broader structures and 
social systems, we can escape the notion that artificial 
intelligence is a purely technical domain. At a fundamental 
level, AI is technical and social practices, institutions and 
infrastructures, politics and culture.



The asymmetry of power

• Technical designs can certainly be improved to better 
account for how their systems produce skews and 
discriminatory results. 

• But the harder questions of why AI systems 
perpetuate forms of inequity are commonly skipped 
over in the rush to arrive at narrow technical 
solutions of statistical bias as though that is a 
sufficient remedy for deeper structural problems.



The asymmetry of power

• There has been a general failure to address the ways 
in which the instruments of knowledge in AI reflect 
and serve the incentives of a wider extractive 
economy. 

• What remains is a persistent asymmetry of power, 
where technical systems maintain and extend 
structural inequality, regardless of the intention of 
the designers.



Should we not seek to democratize it?

• If AI currently serves the existing structures of power, an 
obvious question might be: Should we not seek to democratize 
it? Could there not be an AI for the people that is reoriented
toward justice and equality rather than industrial extraction and 
discrimination?

• This may seem appealing, but the infrastructures and forms of 
power that enable and are enabled by AI skew strongly toward 
the centralization of control. To suggest that we democratize AI 
to reduce asymmetries of power is a little like arguing for 
democratizing weapons manufacturing in the service of peace
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